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In all organizations, catching security threats hidden
within network traffic is vital to keeping the busi-
ness running safely. When organizations grow and IT
teams have to oversee a distributed network, how-
ever, collecting and correlating data becomes much
more difficult.

Information may come from multiple geolocations,
and using multiple layers of security makes the data
correlation process more complicated. To compound
the problem, your main data analysis system may not
be optimized for gathering other types of data.

Splunk users have the option to use Scrutinizer
alongside their solution, allowing for easier and faster
data correlation with Plixer’s integration application.

Splunk: log data aggregator

Splunk captures, indexes, and correlates real-time
machine data in a searchable repository in which the
user can generate graphs, reports, alerts, dashboards,
and more. This includes application logs, filesystem
audit logs, SCADA data, and web access logs. With
this insight, IT teams have access to all user transac-
tions, customer behavior, machine behavior, security
threats, and fraudulent activity—leading to all-en-
compassing business intelligence.

Scrutinizer: security & network
intelligence platform

The Scrutinizer system collects and analyzes flows
and metadata. Flow data is comparable to packet
capture in richness of information, while being far
more lightweight and scalable. As a result, Scrutinizer
can store millions of flow and metadata records for

decades, enabling IT teams to perform deep forensic
investigations.

Save time, save money

Plixer has developed a plugin that enables Splunk
users to access Scrutinizer from within the Splunk
interface. Users can also access Splunk event data
from within the Scrutinizer interface. A user can click
on an IP address or hostname in Scrutinizer and tell
the system to pass the data to Splunk. The timeframe
and IP address are then passed in a URL string to
Splunk for further investigation. Splunk will then dis-
play the events for the specified host and timeframe.

Splunk users who want more context around an event
and who want to take advantage of powerful filtering
with boolean expressions will find themselves often
passing data from Splunk to Scrutinizer as well.
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By implementing Scrutinizer as a complementary

solution to Splunk, organizations can take advantage
of a more mature, more scalable, and richer filter-
ing and reporting interface at a lower price. Working
together, Splunk and Scrutinizer provide richer con-
text when solving problems.
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